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Consider the US car industry. 
Audits help to…

Test compliance with federal 
safety & emissions regulations

Verify disclosed information 
(e.g., fuel economy)
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Table 1. Examples of legislation that require audits of data-driven or AI algorithms

Law Enforced by Performed by Audit frequency and requirements Penalty

EU GDPR (2016) Data Protection
Authorities in EU
member states

Data controllers (typically
internal)

Data Protection Impact Assessments (DPIAs):
Description of data processing, purposes, risks
to rights & freedoms of subjects, measures to
address risks. Conducted before high-risk data
processing.

Up to €20M or 4% of
annual worldwide
turnover, whichever is
higher.

EU AI Act (2023) National
authorities in EU
member states

AI system providers
(internal); must give
national competent
authorities & noti�ed
bodies access (third-party)

High-risk AI systems must undergo
conformity assessments to ensure they meet
requirements for safety, transparency, human
oversight, data, and more (as laid out in Title
III, Chapter 2). Conducted before system on
market, ongoing post-market monitoring, and
whenever system is substantially modi�ed.

Determined by
member states; Some
infringements up to
€30M or 6% of annual
worldwide turnover,
whichever is higher

CCPA (2018) California
Attorney General

Businesses whose data
processing presents
signi�cant risks to
consumer privacy or
security

Cybersecurity Audit must assess e�ectiveness
of business’ cybersecurity measures in
protecting consumer personal information.
Risk Assessment evaluates weighs the bene�ts
of processing personal information against
potential risks to consumer rights.
Cybersecurity Audit performed on annual
basis; Risk Assessment performed on regular
basis (unspeci�ed)

Up to $7.5K per
intentional violation;
additional penalties
given by California
Privacy Protection
Agency

US AAA (2023†) Federal Trade
Commission (FTC)

Covered entities
(businesses using AI
systems)

Evaluation of automated decision system’s or
augmented critical decision process’ potential
impacts on consumers, considering privacy,
bias, fairness, transparency, and more.
Conducted on an ongoing basis, with annual
reports required.

Determined by the
FTC

NYC 144 (2021) NYC Dept. of
Consumer &
Worker Protection

Employer/agency using
Automated Employment
Decision Tool (internal);
can use independent
auditor (external)

Checks whether automated employment
decision tools have disparate impact on
persons of any “component 1 category”;
summary must be made publicly available.
Conducted prior to �rst use and annually.

Up to $1.5K per
instance; others
determined by
enforcement body

CDADM (2019) Treasury Board of
Canada Secretariat

Federal institutions using
automated decision
systems

Assess e�ect of automated decision-making
systems on individual/community rights,
economic interests, sustainability, and more.
Conducted early in development, before
release, and after major changes.

Unspeci�ed, as
determined by the
Treasury Board

EU DSA (2022) Digital Service
Coordinators in
each EU member
state and the EC

Independent organizations
with restrictions (e.g.,
cannot audit > 10
consecutive years; provide
non-audit services 1 year
before/after audit)

Tests compliance with the obligations set out
in Chapter III of the DSA and voluntary
commitments (e.g., in code of conduct or crisis
protocol). Conducted annually.

Up to 6% of annual
worldwide turnover;
ongoing penalties of
up to 5% average daily
turnover

† Proposed but not passed

Laws that indirectly result in AI audits. In addition to those detailed in Table 1, there are several domains in which
AI audits are indirectly required. For example, the Dodd-Frank Wall Street Reform and Consumer Protection Act and
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Related Work: AI Auditing

Rich empirical and methodological literature
Bertrand and Mullainathan, 2024; Sweeney, 2013; Ayres et al., 2015; Datta et al., 2015; 
Luca et al., 2016; Hannák et al., 2017; Metaxa et al., 2021, Hosseinmardi et al., 2023 … 

Sandvig et al., 2014; Rastegarpanah et al., 2021, Akpinar et al., 2022, Lee, 2022 … 

Frameworks for auditing AI systems
Raji, 2023; Yeung, 2018; Mitchell et al., 2019; Raji et al., 2022; Costanza-Chock et al., 
2023; Lam et al., 2023; See Bandy, 2021; Urman et al., 2024 for recent surveys

Auditing as hypothesis testing
Xue et al., 2020 (individual fairness); Cherian and Candès, 2023 (group fairness); 
Jayaraman and Evans, 2019; Lu et al., 2023; Nasr et al., 2023 (differential privacy)







Today

I. What are the legal requirements around AI audits?
Survey of recent legislation

II. What type of access is needed for AI auditing?
Discuss four types of access
Recommend, at minimum, black-box access

III. How do we connect auditing techniques to the law?
Hypothesis testing mirrors legal procedure & informs who bears burden of proof
Clearly delineates what assumptions & further access (beyond black-box) are needed



Background



Various audit practices

Audit purposes: test for compliance, determine whether a technology 
meets standards, validate claims made by system designers, monitor an 
internal practices, uncover vulnerabilities, and more!

Three types of auditors: internal (within organization), external (outside 
but financially tied), independent (outside and financially independent)

Timing of audits: retrospective, prospective, ongoing

(Will not discuss metrics, measurement methods, and standards today)







Not all audits are legally mandated!



Not all audits are legally mandated!

Laws that indirectly affect the use of AI (e.g., employment 
discrimination or fair lending laws)

Many audits are conducted by academic researchers, 
investigative journalists, non-profits, and more. 



Okay, maybe we’re convinced that AI audits 
are important. So, what’s the problem?



Operational challenges

There are many open operational questions for AI audits, including:
What should we be evaluating or measuring?
How often should audits be run?
Who audits the auditors?
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EU Digital Services Act, Article 40
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EU Artificial Intelligence Act, Article 78



Operational challenges

There are many open operational questions for AI audits, including:
What should we be evaluating or measuring?
How often should audits be run?
Who audits the auditors?

Today: What access and evidence should auditors be granted?

If we can’t find a problem, we can’t address it
Auditing & transparency go hand-in-hand!
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Benefits: Auditing training procedure is interpretable

• Provides sanity checks (recall Facebook’s overweighting of emotion reacts) 

• Is easy to compare to clear industry standards

Limitations: Does not guarantee good outcomes and can be restrictive
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Model skeleton = “untrained” model

Exact model class (e.g., neural network architecture or decision tree)

 

Benefits: Model skeleton provides best birds-eye view:

• Conveys the input type, output type, how components ”fit” together, etc.

• Provides sanity checks (e.g., identify discrepancies btw claims & skeleton)

Limitations: There are many possible models that can from same model 
class, and audits of model skeleton require technical fluency



Option 4: Access to trained model

Includes: white-box, black-box, log-probabilities, fine-tuning access

 



Option 4: Access to trained model

Includes: white-box, black-box, log-probabilities, fine-tuning access

 

Benefits: Unlike the other three, can directly test & probe the end product

• Black-box access does not require knowledge of inner workings

• White-box access can be used to probe the final model



Option 4: Access to trained model

Includes: white-box, black-box, log-probabilities, fine-tuning access

 

Benefits: Unlike the other three, can directly test & probe the end product

• Black-box access does not require knowledge of inner workings

• White-box access can be used to probe the final model

Limitations: Does not account for intention or process. Plus, without further 
information, knowing how to query/probe is hard
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Considering all the options

Auditing the final model provides the least ambiguity

Auditors should, at minimum, receive black-box access: 

Minimal access 
Good for security, proprietary tech and data, and technical fluency reasons

Model-agnostic 
Does not need to be tailored to specific model à good for scalability, flexibility

Prospective
Can see how model would behave on hypothetical inputs

Black-box access alone can be inefficient (or ineffective). 
How much more information is needed for a meaningful audit?



Determining access using HT
Hypothesis testing connects statistical methods to evidence & the law
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True Positive Rate (TPR) False Positive Rate (FPR)



Hypothesis testing basics

Hypotheses Null hypothesis !! Alternate hypothesis !"

Decision Rule "! max#$ ℙ "! = !"|	! = !" 	 min#$ ℙ "! = !"|	! = !!

ℙ implies a set of assumptions
Allowable FPR is tolerance!



Hypotheses        evidentiary burden 

Test 1 !!: Compliant !": Non-compliant

Test 2 !!: Non-compliant !": Compliant



Hypotheses        evidentiary burden 

Test 1 !!: Compliant !": Non-compliant

Test 2 !!: Non-compliant !": Compliant

Only reject !! if you have enough evidence for doing so
Maps to legal presumption and burden of proof



Benefits of hypothesis testing

Clearly stated assumptions. “Access” to model info informs assumptions

Interpretable parameters. Can map ”tolerance” to FPR ∈ [0,1] 

HT is well studied. Long line of work with community backing 

Mirrors legal procedure. Null hypothesis = legal presumption

Can clearly inform what questions of access & evidentiary burdens!



Today

I. What are the legal requirements around AI audits?
Survey of recent legislation

II. What type of access is needed for AI auditing?
Discuss four types of access
Recommend, at minimum, black-box access

III. How do we connect auditing techniques to the law?
Hypothesis testing mirrors legal procedure & informs who bears burden of proof
Clearly delineates what assumptions & further access (beyond black-box) are needed



Open directions

Future and ongoing directions:

1. Statistical tests that balance audit objective against 
constraints, such as trade secret protections 

(ongoing – come talk to me!)

2. Designing manipulation-proof audits under access restrictions

3. Characterizing “frontier” of achievable audit objectives



Thank you!
shcen@stanford.edu


